Two-Pass End-to-End Speech Recognition

两遍端到端语音识别

*塔拉·N·赛纳*[[1]](" \l "_ftn1" \o ")*，彭若明*∗*，大卫·赖巴赫，何延章，罗希特·普拉巴瓦尔卡，李伟，*

*米尔科·维桑泰、乔亮、特雷弗·斯特罗曼、吴永辉、伊恩·麦格劳、钟正秋*

美国谷歌公司

{tsainath，rpang}@谷歌网站

# 摘要

The requirements for many applications of state-of-the-art speech recognition systems include not only low word error rate (WER) but also low latency. Specifically, for many use-cases, the system must be able to decode utterances in a streaming fashion and faster than real-time. Recently, a streaming recurrent neural network transducer (RNN-T) end-to-end (E2E) model has shown to be a good candidate for on-device speech recognition, with improved WER and latency metrics compared to conventional on-device models [1]. However, this model still lags behind a large state-of-the-art conventional model in quality [2]. On the other hand, a non-streaming E2E Listen, Attend and Spell (LAS) model has shown comparable quality to large conventional models [3]. This work aims to bring the quality of an E2E streaming model closer to that of a conventional system by incorporating a LAS network as a second-pass component, while still abiding by latency constraints. Our proposed two-pass model achieves a 17%-22% relative reduction in WER compared to RNN-T alone and increases latency by a small fraction over RNN-T.

最先进的语音识别系统的许多应用要求不仅包括低字错误率（WER），而且还包括低延迟。具体来说，对于许多用例，系统必须能够以流的方式解码话语，并且比实时更快。最近，流式递归神经网络传感器（RNN-T）端到端（E2E）模型被证明是设备上语音识别的一个很好的候选模型，与传统的设备上模型相比，该模型具有更好的WER和延迟度量[1]。然而，该模型在质量上仍然落后于大型最先进的传统模型[2]。另一方面，非流E2E侦听、参与和拼写（LAS）模型显示出与大型传统模型相当的质量[3]。这项工作的目的是使E2E流模型的质量更接近于传统系统的质量，通过将LAS网络作为第二通过组件，同时仍然遵守延迟约束。我们提出的双通道模型达到了预期的效果

与单纯RNN-T相比，WER相对减少17%-22%，并且比RNN-T增加一小部分潜伏期。

# 1.     介绍

语音识别的端到端模型（E2E）越来越流行[1、3、4、5、6、7、8、9]。这些模型将声学、语音和语言模型（AM、PM、LMs）合并成一个单一的网络，与具有单独AM、PM和LMs的传统ASR系统相比，显示出了具有竞争力的结果。E2E型号对设备上的ASR特别有吸引力，因为它们可以比同等尺寸的设备上的传统型号[10]表现更好。

在具有直接用户交互的设备上运行ASR带来了许多挑战。首先，识别结果必须是流式的。也就是说，单词一开口就应该出现在屏幕上。第二，模型必须有一个小的延迟（即，用户说话和文本出现之间的延迟），因此在移动设备上以实时或比实时更快的速度运行。第三，该模型必须能够利用用户上下文[11]（例如联系人列表、歌曲名称等）来提高识别率。最近，我们提出了一个满足这些约束条件的RNN-T E2E模型[1]。然而，RNN-T模型的质量仍然落后于传统的大型模型[2]。

非流E2E模型，如Listen、attent和Spell（LAS）[7]，已显示出与大型传统模型[3]的竞争性能。但是，LAS模型不能流式传输，因为它们必须处理整个音频段，因此在交互式应用程序中使用它们很有挑战性。

在双通译码中，第二通模型通常用于通过使用晶格重排序[12]或n-最佳重排序[13]来改善第一通模型的初始输出。在获得质量增益的同时保持用户感知的低延迟是应用二次传递模型的主要挑战。语言模型重排序通常用于多通解码[14、15、16、17]，但最近已与LAS模型一起用于重排序第一通传统模型的假设[18]。我们可以认为LAS解码器，它从编码器中获取声学信息，从先前的预测中获取语言模型信息，严格地说，它比二次通过语言模型更强。因此，在这项工作中，我们探讨使用LAS模型进行二次通过处理。

具体地说，我们探讨了一种双通道结构，其中RNN-T解码器和LAS解码器共享一个编码器网络。与RNN-T和LAS的专用编码器相比，共享编码器可以减少模型尺寸和计算成本。在推理过程中，RNN-T模型产生流预测，而LAS解码器最终完成预测。我们通过运行LAS解码器作为波束搜索与从RNN-T重新筛选假设来探索折衷。

我们的实验是在一个30000小时的语音搜索任务上进行的。我们发现，对于较短的话语（SU）测试集，使用LAS第二遍波束搜索，我们可以比第一遍RNN-T获得15%的相对改进，但是对于较长的话语（LU），模型会退化，这是注意力模型的一个常见问题[19]。相比之下，第二遍重扫描给了我们一个更好的折衷为SU和LU相比，波束搜索。接下来，我们尝试通过改变训练目标函数，使之更接近于重分类，来改进重分类模型。具体而言，我们采用最小字错误率（MWER）训练策略[20]，其中来自RNN-T的假设被用作LAS解码器的输入，并且LAS解码器被训练以最小化预期字错误率。此外，我们通过使用自适应波束运行第一通RNN-T模型[21]并在重新排序之前修剪第一通晶格来降低计算成本。总的来说，我们发现我们提出的LAS重定标模型与一次通过RNN-T模型相比，提供了17%到22%的相对改善，而不降低偏置精度。此外，第二遍LAS解码器将终结延迟增加不到200ms，这被认为是可接受的交互延迟的限制[22]。

本文的其余部分组织如下。第2节描述了本文研究的双通道结构和各种推理策略。第3节介绍了实验，第4节讨论了结果。最后，第五部分对全文进行了总结，并对今后的工作进行了展望。

# 2.     二通E2E ASR

## 2.1.    模型体系结构

图1显示了建议的双通道体系结构。

我们将参数化的输入声帧表示为=**十**

（x1…xT），其中∈本工作中的稀有对数梅尔滤波器组能量（=80），并表示中的帧数。在第一过程中，每个声学帧通过由多层LSTM组成的共享编码器来获得输出，该输出被传递到RNN-T解码器以流式方式在每个时间步产生。在第二个过程中，所有帧的共享编码器的输出=（e1…eT）被传递到LAS解码器。在训练过程中，LAS解码器根据训练结果计算输出。在解码期间，其可另外使用如下所述。**xxxeye是***t型d级d级T型t型t型右我右*
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图1：双通道架构

## 2.2.    解码

我们探讨在两种不同的解码模式下使用LAS解码器。明确地，

•在“第二波束搜索”模式下，它仅产生RNN-T解码器的输出，忽略其输出。**是的***我右*

•在“重新排序”模式下，我们首先从RNN-T解码器中选取top-K假设。然后，我们在教师强制模式下，在注意力开启的情况下，对每个序列运行LAS解码器，以计算分数，该分数结合了序列的对数概率和注意力覆盖惩罚[23]。选择LAS得分最高的序列作为输出序列。**电子**

## 2.3.    培训

在本节中，我们将描述双通道模型的训练策略。

### 2.3.1.    综合损失

理论上，我们可以通过随机初始化训练一个双过程模型，其中包含以下组合损失，其中表示地面真实记录：**是的**∗

**我**组合（x，y∗）=λLRNNT（x，y∗）+（1−λ）LLAS（x，y∗）（1）

在上面的等式中，是一个超参数，我们在设置中将其设置为0.5，以使RNN-T和LAS损失相等。在实践中，我们发现直接从头开始的训练是不稳定的，这主要是因为在从头开始的训练中，RNN-T和LAS的损失在很大的不同范围内。因此，我们采取一个多步骤的过程来训练模型：*λ*

1.    按照[1]训练RNN-T模型；

2.    将在步骤（1）中训练的编码器冻结，并训练LAS解码器，如[3]所示。

3.    “深度微调”：以综合损耗同时训练共享编码器和两个解码器。

### 2.3.2.    MWER培训

等式1中的损耗的缺点之一是二次通过LAS解码器独立于RNN-T解码器而优化。这意味着在第2.2节中概述的训练和解码策略之间存在不匹配。

为了解决这个问题，我们使用了一个额外的训练步骤来进一步完善LAS解码器，以最小化错误，遵循了[20]中介绍的MWER训练过程。具体地说，给定的输入，基本事实记录，由LAS（ym | x）计算出的在教师强迫下任何给定目标序列的概率**xyy公司**∗*第米*

（其中，=r if由RNN-T给出，=l if由LAS给出），我们将预先训练的双过程模型细化如下。*米***yy年***米米米*

首先，我们使用两遍模型中的一个解码器进行波束搜索，得到一组假设{h1，…，hb}，其中是波束大小。为了使MWER训练匹配译码，目标译码方式决定了训练码的生成。对于要在“第二波束搜索”模式下使用的LAS解码器，我们通过在LAS解码器自身打开（=l）的情况下运行波束搜索来计算。另一方面，对于要在“重扫描”模式下使用的LAS解码器，我们通过使用第一通RNN-T解码器（=r）运行波束搜索来计算（x）。*米嗯b类嗯嗯***十***米嗯米*

对于每个序列∈Hm**yy年***米*，设为*米*，let（y，Hm）=*W型*
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是中的相对字错误率。我们还让**是的***米嗯*

*第*ˆ（y | x，H）=P*米米*![](data:image/gif;base64,R0lGODlhTwABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAABPAAEAgAAAAAAAAAIIRI6py+0PISgAOw==)**yy年***我*其中∈（y | x（）y | x）表示假设的条件概率。MWER损失定义为*第小时毫米第我米嗯*

**我**兆瓦（xy，∗）=十*第*ˆ（yxm |，Hm）宽ˆ（年\*月）(2)

**是的***米*∈H（x）*米*

我们训练LAS解码器以最小化MWER损失和最大似然交叉熵损失的组合：

**我**兆瓦（xy，∗）+λ最大似然估计logP（yx |）(3)

其中是一个超参数，我们在[20]之后通过实验将其设置为=0.01。*λ*最大似然估计*λ*最大似然估计

# 3.     实验细节

## 3.1.    数据集

我们的实验是在一个30000小时的训练集上进行的，这个训练集由4300万个英语单词组成。这些训练话语都是匿名和手写的，是谷歌在美国语音搜索流量的代表。多风格训练（MTR）数据是通过使用室内模拟器人为地破坏干净的话语，添加不同程度的噪声和混响，平均信噪比为12dB[24]。噪声源来自YouTube和日常生活中嘈杂的环境录音。我们报告的主要测试集包括长度小于5.5秒的∼14K短句（SU）和长度大于5.5秒的∼16K长句（LU）

5.5秒，都是从谷歌流量中提取的。

为了评估上下文偏向的性能，我们报告了contacts测试集的性能，该测试集由呼叫/文本联系人请求组成。这个集合是通过从web上挖掘联系人姓名，并使用一个语音的串联TTS方法合成每个类别中的TTS语句而创建的[25]。然后将噪声人工添加到TTS数据中，类似于上述过程[24]。为了使模型预测偏向于接触，我们在接触短语列表上构造了一个偏置FST，并在推理过程中在偏置FST和E2E模型之间进行浅层融合。关于E2E浅熔合偏压的更多细节，请参阅[26]。

## 3.2.    模型架构细节

所有实验都使用80维log-Mel特征，用25ms窗口计算，每10ms移动一次。与[2]类似，在当前帧，这些特征向左叠加2帧，并以30ms的帧速率下采样。*t型*

所有实验都使用了文献[1]中描述的相同编码器网络。它由8个LSTM层组成，每个层有2048个隐藏单元，后面是一个640维的投影层。我们在编码器的第二个LSTM层之后插入一个时间缩减层，缩减因子为2。*不*

RNN-T解码器包括预测网络和联合网络。该预测网络具有2层共2048个隐单元的LSTM层和每层640维的投影以及128个单元的嵌入层。编码器和预测网络的输出被馈送到具有640个隐藏单元的联合网络。LAS解码器由具有四个注意头的多头注意[27]组成，该注意头被馈入2048个隐藏单元的2个LSTM层和640维投影层。它有96个单元的嵌入层。这两个译码器都经过训练，可以预测4096个单词的片段[28]，这些片段是使用大量文本转录本得到的。

RNN-T模型的总尺寸为114M参数，附加的二通LAS解码器为33M参数。所有模型都在Tensorflow[29]中使用Lingvo[30]工具箱在8×8张量处理单元（TPU）切片上进行训练，全局批量大小为4096。

## 3.3.    测量延迟

由于计算设备可能不同，我们使用简化的计算模型来估计延迟。首先，我们假设CPU上的带宽是10GB/秒；这个数字在现代移动CPU的范围内。我们还假设每个假设是独立计算的，这意味着主要的运算是矩阵/向量乘法，其时间将由加载到CPU的矩阵参数的速度决定。*K公司*

假设没有中断或跨波束搜索假设的批处理，当使用令牌上的假设进行固定波束解码/重扫描时，根据等式4计算延迟。当使用自适应波束生成晶格时，我们假设在计算延迟时，·N现在由晶格弧的数量代替。*小时不小时*

                        延迟![](data:image/gif;base64,R0lGODlhDAABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAMAAEAgAAAAAAAAAIERI4ZBQA7)解码器(4)

其中表示模型解码器部分中的字节数。*米*解码器

我们报告了90%的tile LU集的延迟，该集有较长的话语。我们假设90%的tile包含大约295个音频帧和=28个令牌的目标序列。最后，假设量化后的LAS解码器的33M参数为33MB，我们发现其精度下降可以忽略不计[1]。我们的目标是确保90%磁贴上的第二次传递延迟低于200ms，以使用户感知的延迟最小化[22]。*不米*解码器

# 4.     结果

## 4.1.    第二波束搜索

表1显示了在第二波束搜索模式下运行LAS解码器的结果。为了进行比较，该表还显示了两条基线B0-B1，即仅RNN-T和仅LAS模型，从零开始分别训练。所有结果都是在固定光束尺寸=8的情况下得到的。*小时*

实验E0表明，当编码器从RNN-T模型初始化并保持固定时，LAS解码器的性能比具有专用编码器（B1）的仅LAS模型差，说明了通过单独调整LAS解码器来将单个编码器与不同类型的解码器共享的挑战。当我们在从E0初始化的模型中联合训练编码器和两个解码器时，SU和LU的模型质量（E1）都比E0有所提高。总的来说，我们发现第二波束搜索在SU上优于RNN-T（B0），但在LU上有所下降，这是长话语注意模型的一个常见问题[19]。

表1:WER结果，LAS波束搜索。

|  |  |  |  |
| --- | --- | --- | --- |
| 实验ID | 模型 | 苏 | 卢 |
| *B0级* | RNN-T公司 | 6.9 | 4.5 |
| *地下一层* | 仅限LAS | 5.4 | 4.5 |
| *E0级* | 冻结共享Enc | 6.4 | 5.3 |
| *E1级* | 深度微调 | 6.1 | 4.8 |

## 4.2.    重新扫描

我们注意到RNN-T-only模型（B0）的oracle WER远低于其解码WER。这促使我们探索用LAS解码器重新编码RNN-T假说。表2比较了使用波束搜索（E1）运行LAS和使用重扫描（E2）运行LAS的性能。该表显示，与波束搜索相比，重扫描对SU上的WER产生的影响很小，这可能是因为具有更高SUR 6.9（B0）的第一通RNN-T解码器生成的一组假设的质量略低于LAS解码器在波束搜索期间生成的假设。然而，LU上的重扫描质量要比beam搜索好得多，这可能是因为RNN-T（B0）比LAS在长话语上表现得更好。总的来说，LAS重扫描不仅在第一次通过RNN-T时显著提高了suwer，而且还提高了LU的WER，证明了重扫描能够结合RNN-T和LAS的优点。由于重新排序为我们提供了SU和LU质量之间的最佳折衷，因此我们将只关注重新排序，并在下一节中介绍进一步的改进。

表2:WER结果，LAS重新扫描。

|  |  |  |  |
| --- | --- | --- | --- |
| 实验ID | 解码 | 苏 | 卢 |
| *B0级* | RNN-T公司 | 6.9 | 4.5 |
| *地下一层* | 仅限LAS | 5.4 | 4.5 |
| *E1级* | 波束搜索 | 6.1 | 4.8 |
| *E2级* | 重新扫描 | 6.2 | 4.1 |

## 4.3.    进一步的重新排序改进

### 4.3.1.    自适应波束

为了弥补二次波束搜索与SU重扫描之间的差距，我们首先探索了用更大的一次通过RNN-T波束来增加重扫描候选的多样性。表3显示，随着光束尺寸的增加（E2-E4），WER得到改善，但自然会以成比例增加的第一次通过计算成本为代价。为了解决这个问题，我们研究了一种自适应波束搜索策略[21]。具体地说，如果第一次通过的波束候选距离当前最佳候选的阈值太远，我们会对它们进行修剪，其中阈值会在[1]之后优化第一次通过的延迟。该表显示，使用自适应波束（E5），我们可以获得与固定但较大的波束（E3）类似的功率。

表3：第一次通过固定波束与自适应波束的重新扫描。

|  |  |  |  |
| --- | --- | --- | --- |
| 实验ID | 首次通过最大光束尺寸 | 苏 | 卢 |
| *E2级* | 固定，8 | 6.2 | 4.1 |
| *E3型* | 固定，10 | 6.2 | 4.1 |
| *E4类* | 固定，16 | 6.1 | 4.1 |
| *E5级* | 自适应，10 | 6.2 | 4.0 |

自适应波束还有一个额外的优点，即它生成一个用于重排序的晶格，而不是一个N-最佳列表。重排序格比重排序N-最佳列表更有效，因为它避免了对候选序列之间的公共前缀进行重复计算，因此应该减少延迟。作为提醒，等式4中的延迟现在是通过观察晶格中的总弧来计算的。表4比较了自适应波束和固定波束的N-最佳重排序，其中我们重排序了所有首过假设。从表中可以看出，使用自适应波束和晶格重频，我们可以比使用N最佳重频的固定波束减少延迟。然而，延迟仍然高于我们的预算。

表4：延迟与重排序方法。

|  |  |
| --- | --- |
| 战略 | 延迟（毫秒） |
| 第一次通过固定，N-最佳重新扫描 | 369.6 |
| 第一次通过自适应，晶格重扫描 | 247.5 |

为了进一步减少延迟，我们探索了在每一步中减少重新扫描的晶格中最大弧的数量。表5显示，我们可以将重新扫描的假设限制为4，我们发现这不会降低准确性，也会减少延迟。总的来说，重新调整自适应波束格的二程解码器符合我们的200ms延迟预算。

表5：双通道性能与Las重新扫描光束尺寸的关系。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 光束尺寸 | 苏 | 卢 | 联络 | 延迟（毫秒） |
| 2 | 6.2 | 4.0 | 7.5 | - |
| 4 | 6.2 | 4.0 | 7.1 | 171.6 |
| 8 | 6.2 | 4.0 | 7.1 | 247.5 |

### 4.3.2.    兆瓦

最后，我们报告两个通过MWER训练后的结果。由于LAS解码器将被用于重排序，因此我们使用RNN-T来提供LAS解码器的候选假设

MWER培训。表6显示，MWER改进了重排序

苏、鲁的相对增长率均为8%。总的来说，两遍重排序模型给出的SU和LU的相对减少率分别为17%和22%。

表6:MWER训练后的两次复测结果。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 实验ID | 模型 | 苏 | 卢 | 联络 |
| *B0级* | 仅RNN-T | 6.9 | 4.5 | 7.0 |
| *E6型* | 无MWER | 6.2 | 4.0 | 7.1 |
| *E7型* | 兆瓦 | 5.7 | 3.5 | 7.0 |

## 4.4.    与传统大型模型的比较

我们工作的目标是在E2E系统中实现与大型传统模型相当的性能[2]。在此基础上，我们通过一个“并排”（SxS）的评估来比较我们提出的两遍重排序模型与一个大型的传统模型的性能。在这个实验中，每一个话语都被常规模式和双过程模式所转录。我们收集了两个模型中转录不同的500个话语，并将这些话语发送给两个人类转录者进行评分。每一份成绩单都被评为两次超过传统模式的胜利（只有两次通过是正确的），两次超过传统模式的失败（只有传统模式是正确的），或中立（两种模式都是正确的或不正确的）。与自动WER评估不同，这种并排评估允许评分员确定两个不同的成绩单都是正确的；这有时会导致与自动评估不同的结论。我们报告以下统计数据来定量评估SxS：

•改变了两种模型产生不同假设的话语百分比

•Wins:#在utts中，双程假设是正确的，传统模型是错误的

•损失：两通假设不正确，传统模型正确

•中性点：#两通和传统型号的UTT都正确或不正确

•p值：与传统模型相比，双通道下功率变化的静态意义

表7显示，双通道模型改变了约13%的流量。与传统模型相比，双通模型的损失（61）略高于wins（48），但大多数假设在两个系统之间具有中性评级（391）。总体而言，p值表明两个模型之间的性能差异在统计学上不显著。

表7:SxS结果（常规与双通道）

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 变化（%） | 赢 | 损失 | 中立的 | p值 |
| 13.2 | 48 | 61 | 391 | 10.0%-20.0% |

误差的进一步分析如表8所示。与传统模型相比，双过程模型训练的纯文本数据少了一个数量级，因此在专有名词（PN）和弱语言模型（wLM）上丢失。相反，由于双过程模型是在书面领域训练的，并且隐含地学习了文本规范化（TN），因此与传统的基于规则的文本规范步骤的模型相比，双过程模型在这方面是成功的。

表8：传统模型与双通道模型的误差分析。

|  |  |  |  |
| --- | --- | --- | --- |
|  | 类型 | 传统的 | 两通 |
| 损失 | 零件号 | 爱丽丝餐厅 | 艾莉森餐厅 |
|  | wLM公司 | 索尼等离子电视47 | 索尼定价电视中的47 |
| 赢 | 田纳西州 | 万维网纽约时报网 | www.nytimes.com |
|  | 田纳西州 | 约翰·史密斯办公室 | 约翰·史密斯的办公室 |

# 5.     结论

在本文中，我们提出了一个两程E2E解。具体地说，我们使用二通LAS解码器从一通RNN-T系统中重新存储假设。我们发现，与仅RNN-T相比，这种方法的WER降低了17%到22%，并且延迟增加了不到200ms。
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